The Department of Defense (DoD) is often exhorted to adopt best practices from industry, and more recently, innovation in software development as exemplified by Silicon Valley. Yet, the DoD is vastly different from industry in multiple aspects, and adoption of such practices is not as straightforward as in industry. This article investigates the challenges of adopting Development and Operations (DevOps) in the U.S. Navy for combat systems. The authors conducted interviews of multiple subject matter experts in the Navy and DoD familiar with software development, DevOps, and the DoD’s acquisition processes. The observations collected from the interviews were organized and classified into either organizational, process, regulatory challenges, and technical challenges. The majority of the challenges cited were nontechnical challenges dealing with regulations, organization culture, and process. Knowledge of the challenges could help acquisition leaders in planning for, and adapting DevOps to, the Navy’s acquisition process to improve DoD’s software development and maintenance processes.
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CHALLENGES OF ADOPTING DEVOPS FOR THE COMBAT SYSTEMS DEVELOPMENT ENVIRONMENT
The U.S. Department of Defense (DoD) acquisition process, system development process, and organizational mindset all evolved based on the design, development, and delivery of hardware systems. Yet, the software content of systems is increasing dramatically. Software differs significantly from hardware in important characteristics. Unlike hardware, software systems are intangible and are not subject to the laws of physics (Sommerville, 2021). This makes software easily deployable and updated with only a network connection. Consequently, software companies routinely push software updates to their customers, resulting in a continuous process of software development and deployment. One of the largest distinctions between hardware and software is the fact that software must be constantly updated by developers throughout its service life. In fact, the DoD finds that software maintenance, consisting of modifying and updating software to stay abreast of evolving operational needs, accounts for the majority of software budgets, and sailors commonly complain about slowness in updating software (McQuade et al., 2019). Industry has long recognized how software differs from hardware, and it uses different processes for software development than hardware development. Improving information flows between software development and operations, therefore, is a sound goal for the entire defense industry.

That the DoD struggles with delivering software to the forces in a timely manner is well documented (Brady, 2020; Pomerlau, 2016). This has prompted the DoD to look for new ways of speeding up the development and delivery of software-intensive combat systems. As part of these efforts, the DoD has sought to adopt best practices from private industry and Silicon Valley, in particular (Freedberg, 2020). These practices include agile
software development and DevOps, which is the integration of software development (the “Dev”) and operations (the “Ops”) (Kramer & Wagner, 2019). The DevOps concept seeks to bring developers and operators into a harmonious relationship to improve communication, increase development speed, and reduce the rate of errors and inefficiencies in the implementation of new technology.

Adopting new ways of work such as DevOps is never an easy task for large organizations such as the Navy. This article investigates the following question: What are the challenges of adopting DevOps in the U.S. Navy for combat systems? To identify the obstacles, we start with a literature review of DevOps implementation in industry. We use the literature review to develop interview instruments and conduct 11 semistructured interviews with subject matter experts in defense software acquisition. The article categorizes the interviewees’ observations according to the types of challenges cited by the interviewees. For each challenge, we elaborate on the issue facing the Navy and how industry has approached the issue.

**Background on DevOps and Agile Methods**

DevOps, as illustrated in Figure 1, creates a work environment where development, testing, and operations are part of a single infinite cycle (Kim et al., 2016). The DevOps concept is a large departure from traditional DoD systems engineering models such as the Vee model that assumes top-down and sequential development with a specific delivery date and transition into operations. In DevOps, the developers provide a product to the testers who certify that it is safe, reliable, and capable of meeting an operational need. The testers pass testing results back to the developers in near real-time so the data can be used to make improvements and to fix shortfalls within the software or hardware. With these improvements made, the new change or fix is deployed to the fleet. In the case of the Navy, the operators and users are sailors stationed on ships or submarines who both operate and maintain
combat systems. After using the combat systems, sailors and their commanders then provide feedback to the developers and testers so that they can improve the combat system and the testing methods used to certify it for operation. Unlike current system development processes in the Navy, this cycle happens for the duration of the life of the program.

While we describe DevOps as a process, it is enabled by a set of philosophies and practices intended to increase the speed of development and delivery of capabilities while still ensuring the efficacy and safety of those capabilities. DevOps is not just a new way of doing things, but DevOps is a new way of thinking about how the Navy develops and delivers combat systems. DevOps requires a tighter integration of the development, testing, and operations of these combat systems into a symbiotic web of constant improvement. DevOps delivers value when organizations adopt the key concepts listed in Table 1.
**Literature Review**

The adoption of DevOps by organizations has been widely studied in the software industry, especially for organizations delivering software as a service or purely software products. The majority of the work is based on case studies. Table 2 summarizes a few of the studies on challenges of DevOps’ adoption. In the government sector, there are far fewer papers. Cagle et al. (2018) describe how federal organizations continue to struggle with adoption of agile processes, and they recommend changes to requests for proposals that can help because contractors perform much of the software development. Morales et al. (2018) recommend questions to consider when implementing DevOps in highly regulated environments like the DoD and suggest only a partial DevOps might be possible. Robertson and Bonner (2020) state how agile software practices were developed to capitalize on particular customer characteristics in the commercial sector, and for the DoD to be successful with DevOps, it must tailor the agile concepts and practices to its unique situation.

<table>
<thead>
<tr>
<th>Source</th>
<th>Challenges Cited</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Senapathi et al. (2018)</td>
<td>Resistance to cultural change and work process change</td>
<td>6 interviews in a single company</td>
</tr>
<tr>
<td></td>
<td>Staff skills recruitment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tools adoption</td>
<td></td>
</tr>
<tr>
<td>Luz et al. (2019)</td>
<td>Automation</td>
<td>15 interviews in a single company</td>
</tr>
<tr>
<td></td>
<td>Transparency and data sharing</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Continuous measurement</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Quality assurance</td>
<td></td>
</tr>
<tr>
<td>Lwakatare et al. (2016)</td>
<td>Culture of continuous improvement</td>
<td>Case study and interviews of 4 European companies developing embedded systems</td>
</tr>
<tr>
<td></td>
<td>Test management</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Deployment process automation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Feedback of operational data</td>
<td></td>
</tr>
<tr>
<td>Riungu-Kalliosaari et al. (2016)</td>
<td>Communication between operations and development</td>
<td>Case study and interviews of 3 European companies</td>
</tr>
<tr>
<td></td>
<td>Culture changes to implement DevOps</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Industry constraints on data sharing</td>
<td></td>
</tr>
<tr>
<td>Leite et al. (2019)</td>
<td>Process redesign for continuous delivery</td>
<td>Literature review of DevOps papers</td>
</tr>
<tr>
<td></td>
<td>Tool integration</td>
<td></td>
</tr>
</tbody>
</table>

The use of DevOps for combat systems involves the tight integration of hardware and software, which is called embedded systems in the literature. Chaillan and Yasar (2019) note DevOps remains a problem for embedded and real-time systems in the DoD, which includes combat systems. A 2016 paper claimed there was no evidence of DevOps in the embedded domain (Lwakatare et al., 2016).
The review of the literature shows most studies have examined consumer software and software as a product. Far fewer papers address DevOps challenges in the DoD—a highly regulated environment—nor is there much experience on DevOps for embedded software as found in combat systems. This article contributes to the literature a study of the obstacles to adoption of DevOps in the U.S. DoD.

Research Method

Our research question was What are the challenges in implementing DevOps in the Navy? To address the question, we used a qualitative research method of semistructured interviews. Qualitative research provides a rich and effective means to identify the factors or issues affecting one or more outcomes (Kvale, 1994). In our case, we use the qualitative research approach to identify those factors obstructing adoption of DevOps. The research goal is to classify and describe the challenges unique to Navy acquisition in adopting DevOps.

To research the topic of DevOps adoption, we started with a literature review of DevOps and its implementation in industry (see Miller [2020] for full literature review). We relied heavily on the change management literature and viewed the research question through the lens of change management theories. We categorized challenges to DevOps adoption, and used this information to develop and organize our interview questions. The semistructured interviews lasted anywhere from 45 minutes to 2 hours and consisted of five to six starting questions concerning the technical, cultural, regulatory, and process challenges the Navy must confront in its attempt to adopt best practices for software development. The interviewers asked the respondents to draw upon their professional experiences, current work in the field, and knowledge of both the Navy’s acquisition programs as well as those in private industry. Table 3 lists the subject matter experts who were interviewed, along with their positions and brief descriptions of their expertise.
TABLE 3. INTERVIEWEES

<table>
<thead>
<tr>
<th>Interviewee</th>
<th>DevOps Experience</th>
</tr>
</thead>
<tbody>
<tr>
<td>Department of Navy (DoN) contractor for Naval Air Systems Command</td>
<td>Over 30 years as a Naval Officer and 13+ years working as a contractor and Agile consultant.</td>
</tr>
<tr>
<td>Senior Software Engineer for Naval Information Warfare</td>
<td>Over 25 years working with Navy IT systems and championing DevOps and Agile practices.</td>
</tr>
<tr>
<td>Chief Engineer at DoD contractor</td>
<td>Over 20 years as a Naval Officer and 15+ years as a software developer implementing Agile and DevOps practices.</td>
</tr>
<tr>
<td>Project Manager at Program Executive Officer (PEO) Integrated Weapons Systems</td>
<td>Over 15 years as an officer in the Naval Reserve and is employed doing IT development using DevOps and Agile practices in civilian life.</td>
</tr>
<tr>
<td>DoN contractor at PEO Integrated Weapons Systems</td>
<td>Over 40 years as a Naval Officer and civilian Acquisition Professional with a focus on combat systems certification and testing.</td>
</tr>
<tr>
<td>Program Manager at Naval Air Systems Command</td>
<td>Over 20 years as a Naval Officer and Acquisition Professional with a background in rapid prototyping and Agile development.</td>
</tr>
<tr>
<td>Senior Software Engineer at PEO Integrated Weapons Systems</td>
<td>Over 15 years developing and testing Naval weapons and cyber systems.</td>
</tr>
<tr>
<td>Assistant Program Manager at PEO Integrated Weapons Systems</td>
<td>Over 10 years as a Naval Officer and Acquisition Professional.</td>
</tr>
<tr>
<td>Assistant Program Manager at PEO Soldier</td>
<td>Over 15 years of enlisted and commissioned experience in the Army and a background in Agile development.</td>
</tr>
<tr>
<td>Scrum Master at Air Force’s Kessel Run Program Office</td>
<td>Over 10 years’ enlisted, commissioned in the USAF, and formal education in IT systems.</td>
</tr>
<tr>
<td>Systems Certification Manager at PEO Integrated Weapons Systems</td>
<td>Over 10 years as a DoN civilian.</td>
</tr>
</tbody>
</table>

**Interview Analysis**

This section describes the analysis of the interview observations. We classified the interview observations according to the type of challenge, and we link it to the relevant literature. When appropriate, we quote and paraphrase the interviewees.

**Cultural Challenges**

Resistance to the introduction of new ways of working is common, and DevOps involves significant changes to work flow, job description, and other aspects of the work environment. Gibson et al. (2012) identified four key reasons for resistance to change: (a) the self-interest of the resister, (b) the resister’s misunderstanding of the change, (c) the resister having a different
assessment of the best course of action for change, and (d) a low tolerance within the organization for change. Within the Navy, respondents identified the second and fourth reasons as the most pressing (see Figure 2).

FIGURE 2. PRIMARY REASONS FOR RESISTING CHANGE TO DEVOPS WITHIN U.S. NAVY

<table>
<thead>
<tr>
<th>Reasons for resistance to DevOps initiatives within the U.S. Navy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parochial self-interest</td>
</tr>
<tr>
<td>Misunderstanding or lack of trust</td>
</tr>
<tr>
<td>Different assessments</td>
</tr>
<tr>
<td>Low tolerance for change</td>
</tr>
</tbody>
</table>

Note. Adapted from Gibson et al. (2012).

The Navy has a history of resistance to change due to simple institutional inertia (Hall & O’Connor, 2018) as well as a desire to preserve tradition (Buhl, 1974). As was noted by one of the respondents who served in the Navy, a sailor’s favorite phrase when asked why a task is completed a certain way is “That’s the way we’ve always done it” (Anonymous acquisition professional personal communication, February 10, 2020). This deep-rooted resistance to change can make implementing DevOps a difficult task. The Air Force found the hardest hurdle to overcome when implementing DevOps practices within the F-22 Raptor program was to change the program’s culture (Ulsh & McCarty, 2019).

One cybersecurity engineer stated that the misunderstandings about the nature of DevOps and resistance to change within the organization have hindered prior attempts to adopt DevOps and agile business practices. Once again, this is reflected across the entire DoD. In an annual survey of major acquisition programs in 2019, the U.S. Government Accountability Office found that of the 22 programs that claimed to be agile, only six conformed to the best practices of private industry (Freedberg, 2020).

Risk Aversion

Chief among the cultural hurdles is the Navy’s aversion to risk in acquisition programs. One respondent stated that the Navy’s budget has decreased since the Cold War, yet combat systems costs continue to increase, which creates an environment where acquisition programs are increasingly wary of any and all risks. This has resulted in a climate where, as one program
manager at Naval Air Systems Command (NAVAIR) lamented, there is, “no tolerance for risk within the Navy acquisitions and development hierarchy” (Anonymous acquisition professional, personal communication, February 10, 2020). This makes any deviation from established norms difficult to implement, and this sentiment is contrary to the DevOps culture of an environment where personnel feel it is safe to take risks and potentially fail (Forsgren et al., 2018). DevOps adheres to the fail-fast mentality because it encourages developers to test ideas, emphasizes the value of the knowledge gained by any failures, and allows developers to be more creative in responding to emergent system requirements.

Aversion to risk manifests itself in the regulatory environment in which the Navy operates. Of the 11 respondents, eight said the Navy’s attempts to innovate are stifled by the rigid statutes and regulations required by Congress to ensure the government shoulders as little risk as possible in acquiring new combat systems. These statutes and regulations are written into DoD and Navy policies that dictate how to write contracts, how to decide upon contract awards, and how the government’s money can be spent. As one consultant at Naval Sea Systems Command (NAVSEA) opined, “The reason we have the rules we have is because we messed up in the past, and needed to codify rules to prevent those screw-ups in the future” (Anonymous acquisition professional, personal communication, February 10, 2020).

During the interview process, every respondent expressed disfavor with the way contracts were written and awarded. One acquisition professional at NAVSEA stated, “We make contract awards based upon price alone” (Anonymous program manager, personal communication, February 10, 2020). The manager for a program in the Air Force mentioned, “Military contracts make things too specific” and because of that “We can’t provide the best solution” to the warfighter (Anonymous program lead, personal communication, February 14, 2020).

One respondent stated that the Navy’s budget has decreased since the Cold War, yet combat systems costs continue to increase, which creates an environment where acquisition programs are increasingly wary of any and all risks.
The Navy’s need to specify all requirements in contracts is problematic for DevOps (Jacobs & Kaim, 2021c). In DevOps, the developers work closely with operators to determine their needs and identify the work for the next sprint during the Scrum process (Forsgren et al., 2018; Gilman et al., 2019). During these sprints, developers and operator advocates meet daily to ensure that the work being performed aligns with the needs of the customer regarding functionality and user experience. This close working relationship builds trust between the customer and the developer, and nullifies the need for rigid contract language to ensure that the developer will deliver an acceptable product. To adopt DevOps, the Navy will need to overcome these trust barriers and build closer working relationships with its contractors.

**Vendor Lock-in**

Risk aversion affects not only the Navy, but also the contractors who design and build the Navy’s systems. Because development expenses are so high and profit margins so thin, contractors meticulously protect their intellectual property (Gilman et al., 2019). As one contractor mentioned, the result is the Navy relies on proprietary systems and the original contractor is the only one qualified to perform follow-on integration work and capability updates (Anonymous agile consultant, personal communication, February 18, 2020). Because of the vendor lock-in effect, it is very important to contractors to win the initial award and, as a result, they tend to take a conservative approach and contest contract awards when they lose.

**If the Navy continues to rely on proprietary software and not open standards, then it will continue to be unable to keep up with the pace of change in both the private sector and its adversaries.**

Contrast this with private industry that uses open source tools and software (Anonymous senior scientist, personal communication, February 18, 2020). By relying on open source solutions, private industry is able to leverage a larger pool of vendors and contractors, and therefore more possible ideas for solutions. As one consultant working on unmanned aerial systems remarked, “We need to be better about designing open systems” so that “we’re not tied to proprietary software or hardware” (Anonymous agile consultant, personal communication, February 18, 2020). Failure to adopt open source solutions will cause continual problems within systems development.
programs. For instance, USS Zumwalt (DDG 1000) was initially designed to use computer servers from Microsoft, but during the middle of development for Zumwalt, Microsoft sold off its server hardware division. Because the requirements for the ship were written specifically for Microsoft hardware, this change led to unnecessary delays due to the slow requirements generation and approval process. If the Navy continues to rely on proprietary software and not open standards, then it will continue to be unable to keep up with the pace of change in both the private sector and its adversaries.

**High Reliability Organization**

One interviewee said, “The Navy has to live in a world where we kill people and break things”; consequently, there is little room for bugs or defects in the systems that are given to the fleet (Anonymous cyber engineer, personal communication, February 6, 2020). The Navy has the organizational mindset of a high-reliability organization (HRO). An HRO operates specialized systems, which are deeply interconnected, are potentially hazardous, and have a high risk of catastrophic failure (Shrivastava et al., 2009). The combat systems the Navy develops are complex and tightly coupled, meaning that errors are difficult to diagnose and any defects can potentially propagate quickly throughout the system of systems (Roberts, 1990; Van Stralen, 2017). Example HROs are found in nuclear power plants and airlines.

Many software organizations such as Microsoft or Google do not need the same level of quality assurance as HROs. If Google or Microsoft push a software update that breaks their users’ systems, they simply have to launch a media campaign to apologize. If the Navy accepts a defective combat system, then sailors and civilians can possibly die. In the context of Navy DevOps, the culture of high reliability results in approvals for release being slower to achieve, testing being more thorough, and requirements for quality control being more stringent. This will inevitably mean that the Navy cannot achieve the same level of development speed as the technology industry leaders it seeks to emulate since it has higher standards to meet. But, as one
acquisition professional at NAVAIR expressed, “DevOps may not make us too much faster, but it’s going to make us on time” (Anonymous agile consultant, personal communication, February 18, 2020).

As one program manager mentioned, the change leader must “defeat the antibodies to change within the Navy’s bureaucracy” (Anonymous program manager, personal communication, February 14, 2020). Another software engineer mentioned, “The novelty of the idea of DevOps and the confusion surrounding just what exactly it is, has resulted in many in the Navy’s upper echelons of leadership not understanding what must be done to bring about change or how to communicate its necessity” (Anonymous cyber engineer, personal communication, February 6, 2020). An agile consultant stated that this is further compounded by the short duration in which leaders remain in command (typically 2 to 3 years) and their high turnover rate (Anonymous agile consultant, personal communication, February 10, 2020). This makes it difficult to carry out long-term change leadership, especially for something like the adoption of DevOps that will likely take a decade or more to be fully realized. A consultant at NAVAIR lamented, “The Navy needs someone at the [Senior Executive Service] or Flag level to lead the charge.” That same consultant also stated, “The Navy needs a character like Hyman Rickover with passion, drive, and horsepower to get the organization charged and aligned to the future of DevOps” (Anonymous agile consultant, personal communication, February 10, 2020).

### Regulatory and Process Challenges

All the respondents were quick to point out that the Navy and the DoD labor under many regulations and statutory requirements dictating how they will operate, acquire new combat systems, and perform development of new technologies. Navy acquisition exists in what is known as a highly regulated environment (HRE). An HRE is an environment in which heightened security, access controls, segregation of duties, inability of personnel to discuss certain topics outside of specific areas, and the inability to take
certain artifacts off premises are put in place (Morales et al., 2018). An HRE is used when the intellectual property and methods being developed must be safeguarded from theft and all parties involved are sworn to secrecy. This directly conflicts with the DevOps tenet of sharing information openly and freely between all parties involved with the development of a system (Kim et al., 2016).

The Navy has, as one contractor for an ACAT I program mentioned, “a certain level of stricture and structure that makes it harder to implement DevOps than the civilian sector” (Anonymous chief engineer, personal communication, February 18, 2020). The Navy must limit the open sharing of capabilities, limitations, and technical details about its combat systems because release of such information is a security threat. This forces the Navy to work around “security concerns, classified information, non-ideal hardware restrictions,” as well as compartmentalization of vendors (Gilman et al., 2019). But the requirements for secrecy are not the only regulations that the Navy must abide by when developing combat systems. The Federal Government also imposes strict requirements on the funding (Critical Cost Growth, 2012), acquisition strategy (Acquisition Strategy, 2015), and testing and evaluation of new systems (Deputy Assistant Secretary of Defense, 2011; Operational Test & Evaluation, 2010). This means that any new system must meet certain milestones and performance criteria before being accepted, and that failure to do so may end in the program being canceled (Gilman et al., 2019). This contradicts the best practices of DevOps that dictate that the capabilities of a system should be built gradually. To place this in colloquial terms, DevOps requires that an elephant be eaten a bite at a time with small, frequent updates (Senapathi et al., 2018), whereas the DoD acquisition process requires the elephant be eaten all at once.

**Evolving Requirements**

The Joint Capabilities Integration and Development System (JCIDS) process determines the requirements for a system and involves the generation of many documents including the Initial Capabilities Document (ICD), the Capabilities Determination Document (CDD), and other documents.
which are reviewed and need approval during milestones A and B (Chairman of the Joint Chiefs of Staff, 2018). JCIDS is a top-down and plan-based approach, generating a stringent documentation of requirements in a legal manner suitable for a contract (Manning, 2020). The requirements process is the initiation of any acquisition program and forms the basis for all design and engineering decisions that will be made within that program.

The requirements documents should incorporate feedback and input from sailors and officers in the fleet. Unfortunately, that isn’t the case as an acquisition consultant at the Navy’s Program Executive Office Integrated Warfare Systems relayed, “Currently Sailors have little say in what goes into combat systems” (Anonymous senior scientist, personal communication, February 18, 2020). Furthermore, the requirements in the CDD are often written to describe specific functions, instead of outcomes for the fleet, reflecting “what the Navy needs” (Anonymous senior scientist, personal communication, February 18, 2020; Thompson, 2019). The plan-based approach is in opposition to how requirements are defined in a DevOps system that puts customer needs as the top priority (Kim et al., 2016). These needs are captured during daily or weekly scrum meetings in which the sprints (development periods) are planned. In each of these scrum meetings, a customer advocate champions the needs of the customer to ensure that the finished products are satisfactory (Barrett & Claxton, 2005). The guiding principle in private industry is to provide value to the customer and focus on outcomes for them (Anonymous testing manager, personal communication, February 10, 2020). This means that if the finished product is functional but doesn’t provide exactly what the customer is looking for, or if the user experience is subpar, then it is considered a failure. The possibility of failure is avoided by meeting frequently with the customer advocate to review the progress being made and determine whether what is being developed still meets their needs or not. By implementing direct feedback from the customer, the developers are better able to provide successful products.
Certification and Testing Process

Testing is an integral part of the DevOps process. But unlike private industry, where all testing is rolled into one constant cycle, the Navy conducts testing in discrete stages that are tied directly to milestones in the combat system’s life cycle. Furthermore, the Navy differentiates between developmental test and evaluation (DT&E) and operational test and evaluation (OT&E) (Barrett & Claxton, 2005). DT&E, performed during the technology development and engineering and manufacturing phases of development, is conducted to prove design concepts, demonstrate technological maturity, and identify integration problems prior to final prototyping. OT&E, carried out at the end of the engineering and manufacturing development phase, uses the actual system to determine whether the system is operationally effective and operationally suitable (Anonymous acquisition professional, personal communication, February 12, 2020).

Testing within the Navy is carried out under the authority of the program management staff with either the contractor (in the case of DT&E) or the Navy’s operational testing command (in the case of OT&E) performing the testing. This testing must be conducted within the guidelines of the DoD’s Director of Developmental Test and Evaluation and Director of Operational Test and Evaluation, respectively (Ullman, 2019). All testing is based on, and conducted in accordance with, each program’s test and evaluation master plan (TEMP), which derives from the capabilities documents produced during the initial design phase of development via the DoD requirements generation process. This TEMP ties testing events to specific capability requirements as well as to development milestones and serves as the “contract between program management staff, systems integration experts, the contractors, and [Navy’s operational testing command] for what is to be tested,” as one contractor at NAVSEA explained (Kramer & Wagner, 2019).
This testing procedure was born out of a need for the Navy to develop complex hardware systems and to prove their efficacy prior to delivering them to the fleet. This need to develop hardware alongside the software forces the developers to design tests and divert resources for the test equipment necessary to perform those tests for the hardware (Ullman, 2019). This means that any development of combat systems using DevOps must include detailed test planning and plentiful developmental testing early in the project (Anonymous acquisition professional, personal communication, February 12, 2020). Hardware development also results in rigid testing schedules that do not respond well to changes or delays. As one expert in how the Navy performs testing revealed, the TEMP usually takes years to get approved, as it has to be reviewed by program management staff, systems integration experts, the Navy’s Warfighting Requirements and Capabilities Office (which is responsible for system requirements and resource allocation), and the DoD directors for test and evaluation (Jacobs & Kaim, 2021a). This expert’s example was the TEMP for USS Gerald R. Ford (CVN 78). The Ford’s TEMP took 10 years to make it “through the labyrinth of bureaucratic red tape” for approval (Anonymous acquisition professional, personal communication, February 12, 2020) because every time a change was made in the technology being used during the ship’s decades of development, the TEMP had to be updated and go back through the entire approval process from the start. This delayed testing and ultimately the final delivery of the ship to the Navy.

Contrast this with the way testing is performed in a DevOps environment where the prevailing theory is to break the software early and often so that weak points and inefficiencies in the code can be discovered and fixed quickly (Hofmann et al., 2018). Using these agile testing practices, a system can be updated and improved rapidly due to the massive amount of data available to the developers to identify problems and adjust code or hardware components. Once again, the goal for testing in a DevOps environment is to shorten the time it takes to build a system, test it, and put the results from
those tests back in the hands of developers (Shahin et al., 2017). Like the Navy, strategic planning of testing is needed to ensure that the testing is adequate for pushing the system to its limits and testing its functionality. Oftentimes, this planning is performed using software that integrates directly with the testing suite to provide better collaboration throughout different departments in the company (Gilman et al., 2019). Also like the Navy, private industry leverages cross-team testing where the team responsible for testing is different than the team that developed the product. It is claimed that this cross-pollination of testing and development teams allows for the detection of defects faster. The Navy must adapt its current testing practices to provide for better cross-team collaboration and a higher volume of tests in a shorter amount of time.

**Software Certification and Testing Process**

Software systems have a second analogous process that they must undergo to be approved for use on Navy computer networks. This process is part of the DoD Information Assurance certification process and results in the software earning an authority-to-operate certification (Anonymous senior scientist, personal communication, February 18, 2020). The main focus of this certification process is to ensure the security and integrity of the DoD’s IT systems. Similar to the systems certification process, software must be tested against security requirements; those test results must then be reviewed by an authorizing official, and upon successful completion, that official issues the certification allowing the software to be loaded onto Navy computers and servers.

The goal for testing in a DevOps environment is to shorten the time it takes to build a system, test it, and put the results from those tests back in the hands of developers.
Now contrast the slow pace of the Information Assurance certification process with the continuous Risk Management Framework (RMF) process that is typically used in private businesses (Obicci, 2017). The RMF applies the same ideas of continuous learning and integration to information security to reduce the time it takes to detect security threats and respond to them (Anonymous cyber engineer, February 6, 2020). The RMF does this in a simple process of identifying potential risks, prioritizing those risks based upon their threat to the customer and developer, developing mitigation strategies, enacting those strategies, and then testing them (Ullman, 2019). These test data are then fed back into threat assessment. This means that the threat assessment is a continuous, ongoing process instead of a single event.

"Similar to the systems certification process, software must be tested against security requirements; those test results must then be reviewed by an authorizing official, and upon successful completion, that official issues the certification allowing the software to be loaded onto Navy computers and servers."

Technical Challenges

Though the nontechnical impediments took center stage during the interviews, there were still two technical challenges that the respondents were not sure how to address. These challenges were how to perform hardware development using DevOps or agile methods, and how to implement data feedback loops while still fulfilling the requirements for data security and classification. The three engineers who were questioned were confident that technologies and software used in private industry could be adapted for purposes of the Navy’s acquisition programs. As one mentioned, “Private industry has been doing [DevOps and agile] for years” and the software is “out there” and readily available (Jacobs & Kaim, 2021b).

Hardware DevOps

The largest technical challenge preventing the Navy from implementing DevOps is that the Navy’s combat systems comprise both hardware and software. Software development is iterative and incremental, with each update and patch serving as a building block towards the overall capability of the system (Schuh et al., 2016a; Ullman, 2019). Contrast the iterative and
incremental approach with hardware programs that view the addition of capability requirements as requirements “creep.” This creep often causes ambiguity in the primary capabilities of the system, difficulties in systems integration, subpar systems performance, cost overruns, and eventually project cancellation (Schuh et al., 2016b). The defense acquisition process is intentionally rigid because they want to establish requirements early in the design process and avoid costly design revisions and physical rework during manufacturing.

To date, very little literature has been written regarding the adaptation of DevOps or agile methodologies to hardware development. This is due to the nature of hardware development and the need to invest heavily in up-front material costs for hardware as well as in testing equipment (Anonymous acquisition professional, personal communication, February 10, 2020). The use of DevOps practices within hardware development is also confounded by the need to develop hardware on which to run software (Anonymous senior scientist, personal communication, February 18, 2020). Unlike pure software systems and development programs, many of the systems like radars and missiles are not hardware-agnostic and need specific hardware developed to meet operational needs. This means that the hardware must be developed before or in conjunction with the software. This forces the need to find ways in which to divorce the development and updating of software from hardware (Anonymous program manager, personal communication, February 10, 2020).

Separating the software from the hardware would make for simpler development programs and allow software development to be unhindered by hardware limitations. As one scientist at NAVWAR explained, “The hardware update tempo is much slower. Software can be updated daily but hardware takes years” (Anonymous senior scientist, personal communication, February 18, 2020). That being said, due to the Navy’s culture as an HRO, this means that any integration of hardware and software must still be able to function safely and reliably. Furthermore, hardware becomes obsolete much faster than software. In the current “waterfall” Defense Acquisition System that takes a decade or more to come to fruition,
this obsolescence of hardware creates a “tech refresh spiral” that leads to nearly “endless requirements creep and the eventual death of programs” (Anonymous acquisition professional, personal communication, February 10, 2020). These facts mandate that any adoption of DevOps methods in the hardware domain make sufficient use of configuration management tools to ensure functional integration of differing levels of hardware maturity. As the same scientist at NAVWAR clarified, “The goal isn’t how to do agile hardware but how to manage obsolescence” (Anonymous project manager, personal communication, February 12, 2020).

Data Feedback

DevOps depends on the ability of the organization to collect and distribute continuous feedback on the combat systems to the developers. Gathering operational data on a system is not an entirely foreign concept to the Navy because data are required for the Defense Information Assurance certification and systems certification processes. However, data collection in the Navy is neither automated nor continuous. A testing manager at NAVSEA said, “The Navy currently relies upon instrumentation for tests that must be installed manually and combat systems must be configured to collect and store detailed data” (Anonymous senior scientist, personal communication, February 18, 2020). The data must then be manually packaged and couriered back to developers and engineers for analysis, as there is no automatic system to collect and transmit the data back ashore to developers (Anonymous assistant program manager, personal communication, February 17, 2020).

The Navy not only lacks the infrastructure to automatically collect and distribute the data, but it also lacks the personnel needed to make sense of all the data. A software engineer at NAVWAR explained data analysts in private industry are often used to analyze and interpret data to answer questions such as, “Are we effective?” or “Can we accomplish the mission better?” (Anonymous acquisition professional, personal communication, February 18, 2020). These data analysts play a crucial role in finding connections between the data and root causes of subpar performance. They can also play a role in better understanding customer needs. For instance, when
a customer says that a user interface is “bad,” the data analysts can perform analysis and find data to show that what the customer meant by “bad” was actually slow loading times.

"The sharing of data between operational and developmental organizations as well as between government and contractors goes against the normal way the Navy does business."

This kind of interpretation for the customer is no less important in the DoD. As one assistant program manager at PEO Soldier explained, the Army needs the data feedback and analysis to understand “how better physical training scores correlate with better marksmanship” (Meyer, 2014). Such feedback can help the Services better design the systems including the nonmateriel aspects of doctrine, training, and so forth encompassed by the acronym DOTmLPF-P (Doctrine, Organization, Training, Materiel, Leadership, Personnel, and Facilities-Policy). Unfortunately, the Navy and the DoD as a whole lack the number of data analysts needed to support all of their acquisition programs (Meyer, 2014). This is a critical need that must be filled for DevOps to work.

Increased Exposure to Security Risks

Within the DoD, the more common term is actually DevSecOps to emphasize the importance of ensuring security because the continuous updating and feedback leads to greater exposure to security risks. The sharing of data between operational and developmental organizations as well as between government and contractors goes against the normal way the Navy does business.

Conclusions

Throughout the 11 interviews and through all of the correspondence gathered from respondents, a trend became clear that despite the technical nature of DevOps, the respondents’ largest concerns were with the cultural, organizational, process, and regulatory hurdles that stand in the way of the Navy adopting DevOps. The adoption of DevOps requires a drastic organizational and cultural shift within the Navy to establish the necessary work processes, individual training, responsibility, and policies. Table 4 shows
the challenges identified through analysis of the interviews and classifies them according to the DevOps concepts identified in the literature review. During the interview process, it became apparent that these challenges are all interconnected and will require a holistic approach to change. The respondents all said the nontechnical problems must be addressed before any technical solution can be found. The two main technical challenges were (1) how to perform DevOps for hardware and (2) how to establish an infrastructure for collecting and using feedback data from the fleet to design and build better combat systems.

<table>
<thead>
<tr>
<th>DevOps Concept</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open Communication and Close Collaboration</td>
<td>• Rigid organizational hierarchy</td>
</tr>
<tr>
<td></td>
<td>• Security requirements</td>
</tr>
<tr>
<td></td>
<td>• Cultural inertia</td>
</tr>
<tr>
<td>Continuous Experimentation</td>
<td>• Statutory requirements</td>
</tr>
<tr>
<td></td>
<td>• Rigid test processes</td>
</tr>
<tr>
<td></td>
<td>• Rigid requirements generation process</td>
</tr>
<tr>
<td>Continuous Feedback</td>
<td>• Lack of infrastructure</td>
</tr>
<tr>
<td></td>
<td>• Security requirements</td>
</tr>
<tr>
<td></td>
<td>• Cultural inertia</td>
</tr>
<tr>
<td>Continuous Integration</td>
<td>• Cultural inertia</td>
</tr>
<tr>
<td></td>
<td>• Rigid test processes</td>
</tr>
<tr>
<td></td>
<td>• Rigid requirements generation process</td>
</tr>
<tr>
<td></td>
<td>• Hardware requirements</td>
</tr>
<tr>
<td>Operational Flow</td>
<td>• Entrenched cultural practices</td>
</tr>
<tr>
<td></td>
<td>• Rigid work processes</td>
</tr>
<tr>
<td></td>
<td>• Rigid requirements generation process</td>
</tr>
<tr>
<td></td>
<td>• Hardware requirements</td>
</tr>
</tbody>
</table>

The research used semistructured interviews to collect data from 11 SMEs. A limitation of the research is the small sample size compared to the large size and diversity of software development across program offices in the Navy and DoD. However, the findings agree with the challenges identified by the literature for commercial software systems (see Table 2). Our interviewees emphasized the security concerns and that cultural and organizational changes were necessary, although difficult to address in the DoD because of the regulations and entrenched culture. Knowing that the challenges resemble those found in commercial industry is useful because it suggests that the Navy can adapt and apply many of the industry approaches to overcome them. Understanding the obstacles facing adoption of DevOps is important for theoretical and practical reasons. First, this knowledge can help researchers bridge disconnected insights at the national and individual levels. Second, this knowledge can also help acquisition leaders develop plans and prepare interventions to support adoption of DevOps.
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